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Abstract

This paper examines the impact of real effective exchange rate uncertainty on aggregate exports of South Africa for the period 1986Q4-2013Q2. Using a bivariate framework where the structural vector autoregression is modified to accommodate bivariate GARCH-in-Mean errors, we find that exchange rate uncertainty has a significant and negative effect on exports. Comparing the response of exports to a shock in exchange rate from a model that includes the real effective exchange rate uncertainty with results from a model that restricts the coefficient of the exchange rate uncertainty to zero, we find that the response is more pronounced in the former model. Furthermore, real exports respond asymmetrically to negative and positive shocks to real effective exchange rate shocks of the same size.
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1. Introduction

The disintegration of the Bretton Woods system of fixed exchange rates in the early 1970s gave rise to several theoretical and empirical studies aimed at understanding the relationship and impact of exchange rate uncertainty on trade. To this day, the paradox as to the impact of exchange rate uncertainty on trade flows remains. The objective of this study is to reinvestigate the exchange rate uncertainty-export relationship for South Africa.

The early aftermath of the breakdown of the Bretton Woods system saw South Africa initially opting to peg its exchange rate to the US dollar in the latter part of 1971. By June 1972, the rand was pegged to the pound sterling and four months later, the rand was again linked to the US dollar. Since June 1974, the South African authorities have allowed the rand to be an independent managed float (Van der Merwe, 1996).

The past two decades have seen South Africa integrate more fully with the global economy. As an emerging economy with a liquid and well established foreign exchange market, South Africa’s currency has also been vulnerable to booms and busts in capital flows. This is evidenced in the frequent but short periods of appreciations and depreciations of the rand against other currencies. More recently, the Governor of the South African Reserve Bank (SARB) noted in the Monetary Policy Statement of September 2013 that the ‘exchange rate has been highly volatile since the previous meeting’ (South African Reserve Bank, 2013). This volatility has over the past decade been one of the key items of public debate (Isa, 2009; Luus, 2010; Gross and Maylie, 2011; Fuchs and Torchia, 2011 and McGroarty, 2013).

The need to examine the relationship between exchange rate volatility and exports cannot be overemphasized. As neatly captured in theory developed by Clark (1973) and Ethier (1973), the most important impact of volatility on the exchange rate is the consequent excessive swings in national output, employment and productivity. A risk-averse firm is concerned about the risks to its operational costs and profits as measured in local currency. Such a firm will
want to reduce its risk exposure as greater exchange rate uncertainty reduces expected profits and thereby viability of the business concern.

Further justification of a study of this nature can be made by considering an extract from Héricourt and Poncet (2012, p.10): “When facing a real depreciation of its own currency, the current earnings of a firm rise. The firm may use this additional income to fund the sunk costs of entering new markets. But once these investments are made, it will be very difficult, and most of the time impossible, to back out and recover the cost of those investments even in the case of an abrupt subsequent currency appreciation. If firms are credit constrained, they will face additional difficulties to fund new investments, and will be even more reluctant to take the chance of engaging in exports to markets characterised by highly volatile exchange rate.” Overall, increased volatility in the real exchange rate hurts the economy through its adverse consequences on private agents’ consumption and investment decisions. The exchange rate risk increases transaction costs and reduces the gains to international trade (Héricourt and Poncet, 2013).

Previous investigations of exchange rate uncertainty on exports in South Africa have produced conflicting results similar to that obtained from studies in other countries as will be evident from our discussion below. The conflicting results could be partly attributed to methodological flaws of using the two step procedure whereby exchange rate volatility is first generated from a univariate ARCH or GARCH model and then its relationship with exports is examined using other econometric models. This procedure leads to generated regressor problem (Pagan, 1994). Therefore, the current study intends to contribute to the existing literature by using a more efficient method (GARCH-in-Mean) that avoids the generated regressor problem by simultaneously estimating all the parameters by the full information maximum likelihood.

Excessive exchange rate volatility may be thought of as a situation where the currency moves too much, i.e. that exchange rate volatility is greater than is warranted by movements in
economic fundamentals (Pétursson, 2009). In practice, as noted by Bird and Rajan (2001) and Rajan (2002, 2004), it is difficult to define or measure what excessive exchange rate volatility is. Our measure of exchange rate volatility is the standard deviation of the one-step-ahead forecast error of the growth rate of real effective exchange rate (REER), conditional on the contemporaneous information set.

More precisely, we use a bivariate framework where the structural vector autoregression is modified to accommodate bivariate GARCH-in-Mean (GARCH-M) errors to investigate the impact of exchange rate uncertainty on aggregate exports of South Africa for the period 1986Q4-2013Q2. The GARCH-M model is a more efficient technique for estimating time varying volatility and its effect on exports compared to other approaches used on South African data. Moreover, we also contribute by considering the asymmetric effect of exchange rate volatility on South Africa’s exports which has not been considered in the past to the best of our knowledge. The asymmetry implies that exchange rate volatility affects exports differently during appreciations and depreciations, may arise from a number of sources such as exporter asymmetric risk perception, US-dollar invoicing, original sin, fear of floating, fear of appreciation, love of depreciation, lack of active or improper foreign exchange market intervention among others (Fang et al. 2009). Further, our study uses a more recent and longer sample (1986Q4-2013Q2) compared to the previous studies. The longer sample not only helps us to track the historical changes in exports due to exchange rate volatility but also its dynamics during and after the recent global financial crisis.

The remainder of the paper is structured as follows. Section 2 provides a review of some of the empirical literature on the impact of exchange rate uncertainty on exports. Section 3 describes the empirical model used to assess the impact of exchange rate uncertainty on exports. Section 4 describes the data. Section 5 presents and discusses the empirical results. Section 6 concludes the paper.
2. Literature Review

The theoretical literature to explain the relationship between exchange rate volatility and exports is ambiguous, depending on the underlying assumptions (Clarke, 1973; Ethier 1973; Franke, 1991 among others) A number of empirical studies have also been conducted on the relationship between exchange rate volatility and trade (Caballero and Corbo, 1989; Asseery and Peel, 1991; Kroner and Lastrapes, 1993; De Arcangelis and Pensa, 1997; Rahman and Serletis, 2009; Zakaria, 2013 among others). Similar to the theoretical literature, the empirical results are often mixed depending on the measure of exchange rate volatility used; the time dimension of exchange rate volatility, i.e. short or long-run measure; the choice between real and nominal exchange rate; the nature of trade flows; the sample period and countries included and the estimation technique employed.2

As far as South Africa is concerned, some studies have been conducted on exchange rate volatility and trade. Todani and Munyama (2005) using seasonally adjusted quarterly data for the period 1980 to 2004 investigate the effect of nominal effective, real effective and rand-dollar exchange rate volatility on real aggregated and disaggregated exports in South Africa by specifying an exports demand equation as a function of relative prices, foreign income and exchange rate volatility. They determine their exchange rate volatility measure using both ARCH and GARCH models and the moving average standard deviation and then include each as a regressor in an ARDL bound testing procedure. They find that depending on the measure of volatility used, either there is no significant relationship between South African export flows and exchange rate volatility or when such relationship is significant, it is positive. This finding is attributed to the consequence of the open nature of the South African economy, or that exporters are aware of the limitations of the domestic market to absorb excess supply of goods

2 Clark et al. (2004) explore exchange rate volatility along several dimensions, type of exchange rate volatility, by country group and by type of trade. Also McKenzie (1999), Cote’ (1994), Hodge (2005) and Ozturk (2006) provide a comprehensive survey of a number of research studies that have incorporated some or all of these key issues in their empirical studies and the consequent results.
that may arise during periods of high exchange rate volatility and consequently export more to
avoid reduction in revenues. They also attribute the statistically insignificant relationship
between exchange rate volatility and exports to the availability of hedging facilities in South
Africa.

Schaling (2007) analyses the relationship between exchange rates, inflation and
competitiveness in South Africa over the period 1994 to 2006. Employing the Johansen Vector
Error Correction Model (VECM) estimation framework and using the long-term price elasticity
of the demand for both imports and exports, the paper finds that the standard Marshall-Lerner
condition is not satisfied. He finds a weak relationship between real effective exchange rate
(REER) and export volumes and attributes this to exporter’s pricing to market (PTM).

Sekantsi (2011) using monthly data, investigates the impact of real exchange rate
volatility on South Africa’s real aggregate and goods exports to the US in value terms during
the period 1995:1-2007:2. The paper tests for the existence of cointegration and estimate long-
run coefficients using the ADRL bounds testing procedure. Using a GARCH (1, 1) model, the
exchange rate volatility is measured as the conditional variance of the first difference of the
logarithm of real exchange rate. The results show a significant negative coefficient effect of
real exchange rate volatility on both aggregate and goods exports. An inference drawn from
this result is that South Africa exporters are risk averse and will reduce exports under conditions
of high exchange rate uncertainty.

Wesseh and Niu (2012) also using ADRL bounds testing procedure for cointegration,
investigate the impact of nominal and real exchange rate volatility of South African exports to
China using monthly and quarterly data for the period 1992:1-2010:7 and 1995:1-2010:3,
respectively. They find that when using aggregated data, South African exports to China are
unaffected by short term exchange rate volatility. However at a disaggregated level, the results
are ambiguous with some sectors being positively and significantly affected by exchange rate
uncertainty while others are affected positively and significantly.
Nyahokwe and Ncwadi (2013) used monthly data for the period 2000-2010 to examine the impact of exchange rate volatility on aggregate South African exports. Using the Johansen cointegration technique and VECM estimation, they found that the exchange rate has an ambiguous (positive effect in the first month and negative effect in the second month) but insignificant effect on exports, yet they propose a Tobin tax as a policy measure on foreign exchange transactions to reduce exchange rate volatility.

Overall, studies on South Africa are inconclusive as to the impact of exchange rate volatility on exports. Consequently this paper makes a further attempt to provide evidence of the relationship between exchange rate uncertainty and exports in South Africa. Most previous studies have used ARDL bounds testing procedure or a Johansen cointegration technique, whereby they first generate exchange rate volatility either by taking the moving average standard deviation of the exchange rate series or using a univariate ARCH or GARCH model to extract the volatility of exchange rate. In other words, these studies used the two-step procedure.

In this study, however, we use a bivariate GARCH-in-Mean VAR which allows us to simultaneously estimate all the parameters by full information maximum likelihood (FIML), and thus avoids the generated regressor problems associated with estimating the variance function parameters separately from the conditional mean parameters (Pagan, 1994). Further, we investigate the asymmetric effect of exchange rate volatility which was not considered in the previous studies. Our methodology is similar to that used by Rahman and Serletis (2009) who examine the effect of exchange rate uncertainty on exports using monthly data for the US over the period 1973:1 to 2007:1 and find that exchange rate uncertainty has a negative and significant effect on US exports and that exports respond asymmetrically to positive and negative exchange rate shocks of equal magnitude. However, we use a more recent data which includes both the pre- and post- global financial crisis than Rahman and Serletis (2009).
3. The Empirical Model

This paper looks at the GARCH-M model which is an extension of Sims (1980) and Bernanke (1986)’s structural VARs. It incorporates the concept of asymmetric volatility discussed in Engle and Ng (1993) and the use of propositions of Engle and Kroner, (1995) discussed in Elder (1995 and 2004).

Following Elder, (1995 and 2004) (see also Rahman and Serletis, 2009), we present the dynamics of the structural VAR to represent the interrelations of South African REER volatility and changes in exports in the structural system. This representation ensures that the conditional mean of exports is dependent on the conditional standard deviation of real exchange rate shown as:

\[ B_y_t = C + \Gamma_1 y_{t-1} + \Gamma_2 y_{t-2} + \ldots + \Gamma_p y_{t-p} + (\Lambda(0)L^0 + \Lambda(1)L^1 + \Lambda(2)L^2 + \ldots + \Lambda(p)L^p)\sqrt{H_t} + \varepsilon_t \]

where \( \dim(B) = \dim(\Gamma) \) are \( p \times p \) matrices, \( y_t \) is a vector containing REER and real exports growth rates, \( \varepsilon_t \sim \text{iid} (0, H_t) \) represents uncorrelated structural disturbances in the system where \( \Pi_{t-1} \) is the available information set at time \( t-1 \). The measure of real exchange rate uncertainty which affects exports growth contemporaneously through the matrix \( \Lambda(L) = (\Lambda(0)L^0 + \Lambda(1)L^1 + \Lambda(2)L^2 + \ldots + \Lambda(p)L^p) \) is denoted by \( \sqrt{H_t} \). In this research, we suspect that REER uncertainty negatively affects exports and hence we assume that REER will have a negative coefficient.

The term \( \varepsilon_t \) represents a homoscedastic vector of structural disturbances with respect to the information set formed exclusively from previous values of \( y_t \). The representation of the conditional variance – covariance matrix \( H_{te(\text{reer,exp})} \) is guaranteed to be positive through the enforcement of suggestions by Engle and Kroner (1995) and Bredin et al. (2010). Moreover,
$H_t$ is assumed to have structural errors that are contemporaneously correlated i.e. $H_t$ is a diagonal according to the description of VAR systems (Sims, 1980). In order to capture the phenomenon of volatility clustering (Engle, 1982), we allow $H_t$ to follow a parsimonious multivariate Generalised Autoregressive Conditional Heteroscedastic (GARCH) process.$^3$

Further the specification of GARCH volatilities are represented according to Engle and Kroner (1995) also used in Elder and Serletis (2010) among others, we represent $h_t$ as follows:

$$h_t = \text{Diag} H_t = C_v + \sum_{k=1}^{r} F_i (\epsilon_{t-k} \epsilon'_{t-k}) + \sum_{s=1}^{S} G_i h_{t-j}$$

(2)

where $C_v$ is a $n^2 \times 1$ matrix, while $F$ and $G$ are $n^2 \times n^2$ matrices and $h_t = \text{vec} (H_t)$. The second and third terms on the RHS of equation (2) represents the ARCH and GARCH, terms respectively. The total number of parameters to be estimated in equation (1) and (2) is given by $\frac{1}{2} n (n + 1) (n^2 + n + 1)$ with distinct variance parameters for $k = \ell = 1$ (Hansen and Lunde, 2005).

We also impose an identifying procedure in VARs which allows for the estimation of $n \times (n - 1)/2$, free parameters in $B$, subject to a rank condition (Elder, 2004). In estimating the bivariate GARCH in the mean-VAR model, we follow Elder (2004) and Hamilton (1994) and estimate the model parameters using the Full Maximum Likelihood methodology discussed by Elder (2004) and Elder and Serletis (2010) and Lee et al. (1995).

### 4. Data

We use seasonally adjusted quarterly data on the REER and total exports of goods and services over the period 1986Q2 to 2013Q2 sourced from the SARB. We transform the data by using the logarithmic first differences of the variables (growth rates) to achieve stationarity.

---

$^3$ See Engle (1982), Bollerslev et al. (1994), Bollerslev (1986) and Taylor (1987) for more details on these processes.
Our measure of exchange rate uncertainty is the standard deviation of the one-step-ahead forecast error of the growth rate of REER, conditional on the contemporaneous information set. This measure of uncertainty is consistent with Rahman and Serletis (2009) and Elder and Serletis (2010).

Observation of the data indicated that in the period 1984 to 1986 there were sharp movements in the REER, attributable to the political and economic developments in South Africa. During this time, a short-term debt moratorium was declared, coupled with the imposition of financial sanctions, exchange controls on capital transfers by non-residents and the then State Presidents Rubicon Speech which exacerbated the unfavourable economic position of South Africa. The data prior to 1986Q4 was excluded from the sample as the severe exchange rate movements were likely a reaction to non-fundamentals and inclusion of this data period would distort the results. Figures 1 and 2 below show a time series plot of the variables used in our research.

We observe from Figures 1 and 2 that recession in South Africa in the 1990-1991 had little impact on volatility in REER growth but a considerable impact on South African exports. Further, the recession in 2008-2009 had a significant impact on the growth of both REER and exports.

5. Empirical Results

We analyse the quarterly effect of REER uncertainty on exports including 5 lags suggested by the Akaike Information criterion (AIC) and the Final Prediction Error (FPE) in the $\Lambda(L)$ matrix and the conditional variance term in the GARCH-M model.

The fitting of a GARCH (1,1)-in-Mean VAR model to data is a two stage process that begins by estimating the multivariate homoskedastic VAR to obtain the initial values of the model. The initial values are then used to estimate the GARCH (1,1)-in-Mean VAR, recursively. We then test the suitability of the GARCH (1,1)-in-Mean VAR model on capturing
the features of the research data and compare the results with the traditionally parsimonious homoskedastic VAR through the use of the Schwarz Information Criterion (SIC) statistics. The Schwarz criterion includes a substantive penalty for the additional parameters required to estimate GARCH models, and so an improvement in the Schwarz criterion suggests strong evidence in favour of the bivariate GARCH (1,1)-in-Mean VAR specification (Elder and Serletis, 2010).

According to Table 1, the Schwarz criterion values indicate that our bivariate GARCH-in-mean VAR captures the important features of our research data better than the traditional homoskedastic VAR since the SIC statistic is lower for our specification. We test the model performance by setting restrictions in ARCH (F=0) and GARCH-in-Mean (F = G = \Lambda =0) terms against an alternative hypothesis for the two models. The results for this test are presented in Table 2. We reject the null hypothesis and conclude that coefficients of F, G and \Lambda exist. The conditional variances, \( H_{\text{reer}}(t) \) and \( H_{\text{exp}}(t) \) are obtained from the representation in the system of equations (3) as shown below:

\[
\begin{bmatrix}
H_{\text{reer}}(t) \\
H_{\text{exp}}(t)
\end{bmatrix} = 
\begin{bmatrix}
C_1 \\
C_2
\end{bmatrix} + 
\begin{bmatrix}
F_1\varepsilon_{\text{reer}}(t-1)^2 \\
F_2\varepsilon_{\text{exp}}(t-1)^2
\end{bmatrix} + 
\begin{bmatrix}
G_1H_{\text{reer}}(t-1) \\
G_2H_{\text{exp}}(t-1)
\end{bmatrix}
\]

The results in Table 2 are plausible and support the rejection of the null hypothesis of no ARCH (F=0) and GARCH-M (F = G = \Lambda =0) terms. Further, it is interesting to note that \( H_{\text{reer}}(t-1) = 0 \), which validates our assumption about its non-negativity requirement.

Our measure of REER uncertainty is given by \( [h_{\text{reer}}(t)]^{1/2} \) following a representation discussed in Elders (2004) in our research. We find that an increase in REER uncertainty leads to a massive negative impact (-0.58 percent) on South African exports and has a p-statistic of 0.0048 and a t-statistic of (-2.81) which are both statistically significant. We therefore reject the null hypothesis that the REER uncertainty in our model is zero and accept the alternative
hypothesis that it is non-zero at the 5 percent level. Therefore, we conclude that exchange rate volatility has a negative and statistically significant effect on South Africa’s exports.

The dynamic responses of exports to negative and positive shocks on exchange rate volatility are shown in Figure 3. The impulse responses are based on an exchange rate shock equal to the annualised unconditional standard deviation of the change in REER. We also report the one-standard deviation error bands (shown in dashed lines).

The results in Figure 3 indicate that a positive shock to REER leads to a negative, significant and somewhat persistent response on South African real exports. We find a massive decline in annualised growth rate of real exports by about 100 basis points after a quarter following a positive shock to real exchange rate volatility. A negative REER shock also leads to a decline in annualised growth rate of real exports by 50 basis points over a period of 3 quarters. However, this response is not statistically significant and dies off after 10 quarters.

Our results indicate that the responses of South African exports following negative and positive exchange rate uncertainty shocks are asymmetric. Asymmetry may be viewed from both the direction and magnitude of the response of export to a positive and negative exchange rate uncertainty shocks. In terms of the magnitude, the response of exports to positive exchange rate uncertainty shock is larger in absolute terms than its response to a negative exchange rate uncertainty shock (Figure 3). Moreover, in terms of direction, the response to a negative uncertainty shock is not a mirror-image (i.e not in opposing or reverse direction) of the response to a positive shock as is the case with symmetric or mirror-image effect. Hence, we conclude the exchange rate responses to the two shocks are asymmetric. This may reflect South African exporters’ asymmetric risk perception and hedging behaviour. Under asymmetric foreign exchange exposure, a firm’s symmetric benefit-loss structure would not allow the firm to effectively manage its foreign exchange rate risk since the hedging tools have symmetric benefit-loss structures in general (Bae and Kwon, 2013). We then allowed for lagged exchange rate uncertainty to be contemporaneously related to changes in exports and compared the result
to a model which excludes the exchange rate uncertainty. We find an amplification of the response of exports after a positive or negative shock in exchange rate with the exchange rate uncertainty coefficient unrestricted than when the coefficient is restricted as shown in Figure 4.

The negative impact of real effective exchange rate volatility on exports in South Africa indicates that firms in South Africa may be risk averse in line with the theoretical exposition of Clark (1973) which assumes that variability of the exchange rate is a measure of the risk to the trading firms and also consistent with some of the South African studies (Sekantsi, 2011; Nyahokwe and Newadi, 2013). An increase in exchange rate volatility would raise the cost for risk-averse traders. Consequently, these risk averse firms would reduce their risk exposure by reducing the volume of exports. These findings have important policy implications. Market intervention to stimulate exports may fail if the authorities ignore the effects of exchange rate volatility. We argue that stable exchange rate is needed to enhance South Africa’s international competitiveness and greater penetration of its exports to international markets. The South African monetary authority (SARB) will need to implement policies that would reduce exchange rate volatility such as the use of capital control techniques, since the current neoliberal strategy appear to have contributed to the increasing portfolio flows and hence exchange rate volatility in South Africa (Marcus, 2012; Institute of International Finance, 2014). SARB should also avoid policy statements which may encourage negative sentiments towards domestic financial market by foreign investors. Although, we cannot deny the benefits of a flexible exchange rate, we argue that a relative stable exchange rate would reduce inflation and subsequently increase exports and reduce uncertainty in the entire real sector of South African economy.

Further, given the existence of asymmetry, the role of the exchange rate in determining export revenue may prove less predictable. This holds implications for both investors and policy makers alike. Investors should consider the asymmetric risk and hence asymmetric
benefit-loss structures of investment assets when developing their investment and risk management strategies. The existence of asymmetric exchange volatility effects complicates and increases the uncertainty of trade policy. Therefore, a full understanding and control of exchange volatility during periods of depreciation and appreciation is required for successful trade policy implementations.

6. Conclusion

Our paper tests the impact of exchange rate uncertainty on exports in South Africa by incorporating GARCH-in-mean errors in a structural Vector Auto Regression model following Elder (1995 and 2004) and Elder and Serletis (2010). We use South Africa’s quarterly REER and aggregate exports data covering the period 1986Q4-2013Q2. We measure exchange rate uncertainty by the standard deviation of the one-step-ahead forecast error of the growth rate of REER, conditional on the contemporaneous information set. Empirical results from our research suggested that exchange rate uncertainty significantly weighs down exports in South Africa for the period under review. Our results concur with results found by Rahman and Serletis (2009) who used the same methodology for US data.

Our results offer some support for the belief that exchange rate uncertainty leads to deterioration in the dynamic response of real exports to a positive exchange rate shock, while the dynamic response of real exports to a negative shock is negative but not significant. Our results also show that the responses of exports to positive and negative exchange rate shocks of equal magnitude are asymmetric as indicated by a larger response to a positive shock.

The dynamic responses of exports from a negative shock on exchange rate uncertainty found in our study have important policy implications for South African authorities. Our research results support the view that the SARB should consider implementing policy actions such as the use of capital control techniques as against the current laissez-faire management which could have contributed to the volatility of the rand. This is particularly important since
exchange-rate risk can increase transaction costs and reduce gains to international trade thereby affecting the real economy through its effect on consumption and investment decisions. Given the existence of asymmetry, investors should consider the asymmetric risk and hence asymmetric benefit-loss structures of investment assets when developing their investment and risk management strategies. More so, a full understanding and control of exchange volatility during periods of depreciation and appreciation is required for successful trade policy implementations.
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Table 1: Model specification tests
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Table 2: Coefficient estimates for the variance function of the GARCH-in-Mean VAR

<table>
<thead>
<tr>
<th>Equation</th>
<th>Conditional Variance</th>
<th>Constant</th>
<th>$\epsilon_{i}(t-1)^{2}$</th>
<th>$H_{ij}(t-1)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>REER Equation</td>
<td>$H_{\text{reer}}(t)$</td>
<td>1.1</td>
<td>0.92</td>
<td>0.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(3.51)</td>
<td>(10.97)</td>
<td></td>
</tr>
<tr>
<td>Exports Equation</td>
<td>$H_{\text{exp}}(t)$</td>
<td>0.48</td>
<td>0.45</td>
<td>0.51</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(1.07)</td>
<td>(2.53)</td>
<td>(2.92)</td>
</tr>
</tbody>
</table>

Note: These are the constants and parameter estimates of $F_1$, $F_2$, $G_1$ and $G_2$ in the system of equations shown in (3) with $\epsilon_t \sim \Pi_{t-1} \sim \text{iid} (0, H_t)$. Asymptotic t-statistics are in parentheses.
Figure 1: Quarterly real effective exchange rate growth rate

Note: The shaded areas on the graphs represents recession periods in South Africa

Figure 2: Quarterly South African exports growth rate

Note: The shaded areas on the graphs represents recession periods in South Africa.

Figure 3: Response of exports to positive and negative real effective exchange rate shocks
Figure 4: Responses exports to exchange rate shocks with and without the in-mean effect

Note: The solid lines represent the response of exports following an effective exchange rate shock after allowing the exchange rate uncertainty into the export equation. The dotted lines represent the response of exports following an effective exchange rate shock without allowing the exchange rate uncertainty into the export equation.